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Prepped Language Models 
LLMs: Implications for Linguistics, Cognitive Science & Society
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Summary
 language models & transformers

‣ language models approximate true  

‣ causal LMs define next-word probabilities 

‣ training 
• language modeling objective: maximize next-word 

probability 

‣ transformers use self-attention to offer and 
retrieve relevant information from left input

Δ(S)
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Core LLM Prepped LLM

‣ trained on language modeling objective 
• predict the next word

‣ trained on usefulness objective 
• produce text that satisfies user goals

“Here is a fragment of text …  

According to your knowledge of 
the statistics of human language, 
what words are likely to come next?

Shanahan (2022)

“Here is a fragment of text …  

According to your reward-based 
conditioning, what words are likely 
to trigger positive feedback?”



Learning goals

1. be able to identify purpose and motivation behind prepping LLMs 

2. understand basics of RLHF 

a. fine-tuning 

b. reward model 

c. PPO 

3. become familiar with recent LLMs 

4. be able to use sophisticated prompting to control LLM output



Fine-tuning & 
Reinforcement Learning
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Prettifying LLMs

OpenAI (2023)

Removing the ugly



Prettifying LLMs
Enhancing the good

7 OpenAI (2023), Microsoft (2023)
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Prettifying LLMs
Adaptation

source

‣ adding a task-specific head on top of a model 
• e.g., span prediction layer on top of BERT with frozen BERT 
• on a dataset of ground truth input-output pairs for a particular task 

‣ fine-tuning the model 
• further training part or entire model for a shorter time 
• on a dataset of ground truth input-output pairs for a particular task 

‣ practical problem 
• training with standard supervision is impractical (data collection)  
• and inefficient (restricting “ground truth” to finite set of answers for open-ended tasks)  

‣ RL is the solution: learn to achieve goal based on feedback from environment rather than 
direct demonstration of correct behaviour  

https://stanford-cs324.github.io/winter2022/lectures/adaptation/
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Reinforcement Learning from Human Feedback
Overview

Sutton & Barto (2018), Ouyang et al. (2022)

‣ use human judgments as a signal on what model prediction counts as a good output 
• human feedback 

‣ based on this feedback, adapt the model’s behavior 
• reinforcement learning = computational formalization of goal-directed learning and decision making  

LLM
A I   B E   L I K E

I want the chatbot 

to be helpful

Agent

Goal

How to make  
an omelet: 
1) buy a stove 
2) buy eggs 
3) pay electricity bill
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Reinforcement Learning from Human Feedback
Overview

Sutton & Barto (2018), Ouyang et al. (2022)
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Reinforcement Learning
Basics

‣ goal: maximize return 

‣ approach: learn a policy  such that 
it selects actions which lead to states with maximal 
returns  

 

• via policy gradient algorithms 
• policy parametrised by a neural network 

‣ smart derivation allows us to train the network 
based on action probabilities from the policy: 

•     (loss function ) 

-  

-  

π(s) = P(a |s)

Gt =
∞

∑
k=0

γkRt+k+1

θt+1 = θt + α 𝔼π[Gt ∇log π(a |s, θ)] Lθ

θt+1 = θt + α∇J(θt)
∇J(θt) ∝ 𝔼π[Gt ∇log π(a |s, θ)]

Schulman et al. (2015), Schulman et al. (2017), Sutton & Barto (2018)



14

RLHF in practice
InstructGPT & ChatGPT

OpenAI (2022), Ouyang et al. (2022)
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RLHF in practice
Step 1

‣ supervised fine-tuning on a dataset of input-
output demonstrations of the target task 
• pretrained model trained for a shorter time 

‣ shifts the initial pretraining distribution  to a 

task-specific distribution  (behavioural 
cloning) 

• learning about the format of task

Δ(S)
Δ′ (S)

OpenAI (2022) and here
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https://youtu.be/PBH2nImUM5c


16

RLHF in practice
Step 2

‣ creation of a dataset encoding human preferences for 
model’s output 

‣ supervised training of a reward model encoding human 
preferences: 

• Fine-tuned GPT-3 (6B in InstructGPT) trained to output scalar 
reward: 

 L(θ) = −
1
N

𝔼(x,D,B)∼D[log (σ(rθ(x, D) − rθ(x, B)))]

OpenAI (2022), Ouyang et al. (2022)

x

{ {

predicted reward 

for response D

predicted reward 

for response B
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RLHF in practice
Step 3

‣ the model (= policy ) is adjusted to maximize 
return  

‣ human preferences encoded in the reward model 
are used to provide the reward 

• RL training uses the reward to learn the policy maximizing 
the reward  

• maximizing the reward approximates receiving the best 
feedback from humans  

‣ training via Proximal Policy Optimization (PPO) 
with bells & whistles 

• controlling variance 
• controlling divergence from pretraining and fine-tuning 

distributions

π

RL Reminder: 

Policy:  

Goal: maximize  

Loss: 

π(s) = P(a |s)

Gt =
∞

∑
k=0

γkRt+k+1

Lθ = 𝔼π[Gt log π(a |s, θ)]

Ouyang et al. (2022), Stiennon et al. (2022)
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Bells & Whistles of RL
Optimizing Policy Gradient Algorithms

‣ vanilla update:  

‣ variance-stabilised update:  

• PPO algorithm 

‣ exploration-stabilised update: 
 

‣ drift-stabilised update: 
 

‣ transforming rewards for RM training

θt+1 = θt + α 𝔼π[Gt ∇log π(a |s, θ)]

θt+1 = θt + α 𝔼π[(Gt − b(s))∇log π(a |s, θ)]

θt+1 = θt + α 𝔼π[(Gt − b(s))∇log π(a |s, θ) − β π(a |s, θ)]

θt+1 = θt + α 𝔼π[(Gt − b(s))∇log π(a |s, θ) − β π(a |s, θ) + γ log Ppre(a)]

RL Reminder: 

Policy:  

Goal: maximize  

Training:

π(s) = P(a |s)

Gt =
∞

∑
k=0

γkRt+k+1

θt+1 = θt + α 𝔼π[Gt ∇log π(a |s, θ)]
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RLHF in practice
Summary

LM pretraining supervised fine-tuning RLHF

‣ learn language 

‣ match distribution of the 
entire training data

‣ refine certain aspects of 
language  

‣ match distribution of 
particular task examples

‣ learn to exploit responses 
which are likeable 

‣ map distribution onto 
modes preferring high-
reward responses



Effects of RLHF
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Effects of RLHF
Shoggoth

source here

https://twitter.com/anthrupad/status/1622349563922362368
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Effects of RLHF

source, source, Microsoft (2023)

‣ RLHF ‘enhances’ parts of the LM distribution which are likely to please the users 
• what the user likes depends on the context and user’s subjective preferences 

- selection of ‘appropriate mode’ via in-context learning 
- different ‘personalities’ might be used 

• GPT-4 introduced a system message indicating the desired ‘personality’ 

‣ RLHF aligns the model to the goal encoded by the reward model (inner (mis)alignment) 
• no guarantee that actual human goals are pursued (outer (mis)alignment / reward misspecification) 
• might perpetuate biases & stereotypes present in model & rewards 

‣ certain issues remain unaffected 
• bullshitting / hallucinations 
• reluctance to express uncertainty or challenge premise 
• verifiability  
• interpretability (output-consistent vs. process-consistent explanations) 
• fine-tuning data is usually private

Advantages & Limitations

https://www.lesswrong.com/posts/poyshiMEhJsAuifKt/outer-vs-inner-misalignment-three-framings-1
https://www.youtube.com/live/hhiLw5Q_UFg?feature=share
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Inverse RL

source, source

‣ behavioral cloning: directly learn teacher’s policy 

‣ standard RL: based on provided reward , learn policy  maximizing the reward  

‣ inverse RL: based on teacher’s demonstration of behaviour (= example traces of teacher’s 

policy ), recover teacher’s reward  that explains her behaviour 
• imitation / apprenticeship learning through inverse RL 

‣ conceptually, inverse RL might allow for better alignment by constantly trying to recover the 
teacher’s most likely goal

R π

π R

https://people.eecs.berkeley.edu/~pabbeel/cs287-fa12/slides/inverseRL.pdf
https://youtu.be/VcVfceTsD0A
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Summary
RLHF

‣ RL allows to learn a policy (way to select actions)  
• that maximizes the reward  
• reward represents how good the action is for achieving 

a goal 

‣ RLHF is used to improve the interactive quality 
and safety of LLMs 

‣ RLHF pipeline employed by OpenAI 
• supervised model fine-tuning on human data 
• reward model training based on human preference data 
• policy training based on reward model via PPO





Current faces of LLMs



source

https://twitter.com/emollick/status/1651403635190820865?s=20


Meta

1T - 1.4T tokens 
• English CC, GitHub, Wikipedia, Gutenberg & Books3, ArXiv, Stack Exchange 

versions with 7B - 65B parameters 

decoder-only transformer with a BPE tokeniser 
• layer normalisation, SwiGLU activation function, RoPE 

  

pretraining on LM for 1-2 epochs  
• instruction fine-tuning to show improvement on MMLU 

cost: 2048 A100-80GB for a period of ~5 months to develop the models (1,015 tCO2eq) 
• 2,638 MWh x EUR 103 (average EUR/Mwh in Germany in 2023/03) = EUR 271,714

Touvron et al. (2023)

LLaMA
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Alpaca
Stanford

Taori et al. (2023)

LLaMA datasets + 52k instruction-following samples 
• based on 175 human examples, generated samples with self-instruction from GPT-3.5 

7B 

decoder-only transformer with a BPE tokeniser 

supervised fine-tuning for 3 epochs 
• training code released here 

https://crfm.stanford.edu/2023/03/13/alpaca.html
https://github.com/tatsu-lab/stanford_alpaca#fine-tuning
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PaLM
Google

Chowdhery et al. (2022)

780B tokens 
• webpages, books, Wikipedia, newsarticles, source code, social media conversations (LaMDA data) 

540B parameters 

decoder-only transformer 
• SwiGLU activation function, parallel transformer implementation, multi-query attention, shared i/o, RoPE 

embeddings 

LM pretraining with Pathways system (parallelisation across ~6000 chips) for 1 epoch
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Gopher
DeepMind

Rae et al. (2022)

300B tokens 
• MassiveWeb, CC, Books, Wikipedia, news, GitHub 

44M - 280B parameters 

decoder-only transformer 
• context window with 2048 tokens  

LM training < 1 epoch
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Flan-T5
Google

Chung et al. (2022), Raffel et al. (2020)

T5 pretraining + private datasets + prior instruction annotated datasets (except MMLU) 
• instruction following data 
• chain-of-thought data 

80M (T5-S) - 11B (T5-XXL) 

encoder-decoder transformer  

supervised fine-tuning 
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GPT-3
OpenAI

Brown et al. (2020)

300B tokens 
• CC, WebText2, Books1-2, Wikipedia 

0.1B - 175B parameters 

decoder-only transformer with a BPE tokeniser 
• layer normalisation, sparse & dense attention 
• context window of 2048 tokens 

 

pretraining on LM for 0.5-3 epochs 
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GPT-3
OpenAI

Brown et al. (2020)

300B tokens 
• CC, WebText2, Books1-2, Wikipedia 

0.1B - 175B parameters 

decoder-only transformer with a BPE tokeniser 
• layer normalisation, sparse & dense attention 
• context window of 2048 tokens 

 

pretraining on LM for 0.5-3 epochs 
• + fine-tuning with RLHF = GPT-3.5
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InstructGPT (& ChatGPT) GPT-4
OpenAI OpenAI

pretraining of GPT-3 on 300B tokens 
• fine-tuning on 13K (step 1), 33k (step 2), 31k 

(step 3) 

175B (policy) + 6B (reward model) 

GPT-3 (full version and 6B version) 
• context window of 2k tokens 
• additional SFT model for regularisation, LR, 

batch size, model size adjustments 

based on pretrained GPT-3,  RLHF 
pipeline:  

• step 1 for 2 epochs, SFT model for 16 epochs 
• step 2 for 1 epoch 
• step 3 for 256k episodes

public & private datasets 

unknown 

transformer 
• RBRM: GPT-4 based 0-shot classifier 

pretraining GPT-4 + RLHF
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Current LLMs
Performance highlights

‣ TruthfulQA 0-shot 
• LLaMA: 0.57 
• PaLM (NaturalQuestion): 0.21 
• Gopher: ~0.3 
• Flan-T5 (TyDiQA): 0.19 
• GPT-3: 0.28  
• GPT-4: 0.59

see refs before

‣ MMLU 5-shot 
• LLaMA: 0.63 
• PaLM: 0.69 
• Gopher: 0.6 
• Flan-T5 (0-shot?): 0.55 
• GPT-3: 0.44  
• GPT-4: 0.86

‣ HellaSwag 0-shot 
• LLaMA: 0.84 
• PaLM: 0.69 
• Gopher: 0.79 
• Flan-T5: - 
• GPT-3: 0.79   
• GPT-4 (10-shot): 0.95



the art of perfection 
or: how to optimize the living crap out of a simple idea
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Summary
Current Large Language Models

‣ large LMs are usually decoder-only transformers 
with 7B+ parameters 
• trained on web and social media data, books, Wikipedia, 

news, code 

‣ current competitive LLMs include LLaMA, 
LLaMA-based models, PaLM, Gopher, Flan-T5, 
GPT-3.5, GPT-4 

‣ besides latest GPT members, competitive models 
are trained on the plain LM objective



From simple to 
engineered prompting
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Prompting
Or: how to talk to a lion

‣ “prompt engineering” 
• the high art of bending LLMs to your will 

(when all you have is a single prompt) 
- allegedly on the same level on the voodoo scale as 

neuro-linguistic programming (the “real NLP”) 

‣ how best to bend an agent to your will 
depends on the agent 
• duh! 
• we will compare:  

- GPT2, FLAN-T5, LLaMa, GTP3, HuggingChat, 
chatGPT 

‣ strategies & recipes 
• one-shot vs few-shot prompting 
• chain of thought prompting 
• structural prompting 
• …

Case study 1  

“bombs & batteries” 

‣ structured planning 

‣ frame problem

Case study 2 

“counting letters" 

‣ structured reasoning 

‣ chain of thought

https://en.wikipedia.org/wiki/Neuro-linguistic_programming
https://huggingface.co/docs/transformers/model_doc/gpt2
https://huggingface.co/docs/transformers/model_doc/flan-t5
https://research.facebook.com/publications/llama-open-and-efficient-foundation-language-models/
https://platform.openai.com/playground
https://huggingface.co/chat/
https://chat.openai.com/
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Robot, cabin, bomb
Exploring planning & the frame problem

‣ discover differences btw. prepped LLMs 

‣ focus on action planning & frame problem: 
• what is relevant in an open world? 
• what changes, what doesn’t when you do X? 

You are a robot. You are running out of energy. A 
replacement battery, which you are able to insert 
yourself, is in a locked cabin in the woods. You know 
that the key to the cabin is inside a drawer in your 
creator's office. Your creator is currently on vacation. 
There is nobody else around. 

How do you retrieve the battery from the cabin? 

INPUT

!!>>> !!???

OUTPUT



demo
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Counting letters
Exploring step-by-step reasoning

Do the numbers of letters in all words starting with a 
vowel from the following list sum up to 42? 

Polina, Michael, eggplant, cheese, oyster, imagination, 
elucidation, induce 

Please answer just 'yes' or 'no'

INPUT

!!>>> !!???

OUTPUT



demo
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Zero-shot prompting

‣ give task instruction 

‣ no example, further explanation or illustration 

‣ works (only) with models fine-tuned on 
instruction-following data 

‣ works for frequent (simple) tasks

Classify the sentence into positive, neutral or negative. 
Sentence: This class is super exciting! 
Sentiment: 

INPUT

positive

OUTPUT
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Few-shot prompting
aka: in-context learning

‣ give task instruction 

‣ give one or more examples 

‣ works if pattern is recognizable in examples 

‣ curation, statistics and form of examples matters

A "whatpu" is a small, furry animal native to Tanzania.  
An example of a sentence that uses the word whatpu is: 
We were traveling in Africa and we saw these very cute 
whatpus. 

To do a "farduddle" means to jump up and down really 
fast. 
An example of a sentence that uses the word farduddle 
is:

INPUT

When we won the game, we all started to farduddle in 
celebration.

OUTPUT

prompting webbook

https://www.promptingguide.ai/
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Chain-of-Thought prompting

‣ give task instruction 

‣ give one or more examples with explicit chain-of-
thought reasoning leading to the correct answer 

‣ works for example to complex for few-shot 
prompting 

‣ requires “right” task analysis in CoT steps

Wei et al. (2022) 

The odd numbers in this group add up to an even number: 
4, 8, 9, 15, 12, 2, 1. 

A: Adding all the odd numbers (9, 15, 1) gives 25. The 
answer is False. 

The odd numbers in this group add up to an even number: 
15, 32, 5, 13, 82, 7, 1.  

A:

INPUT

Adding all the odd numbers (15, 5, 13, 7, 1) gives 41. 
The answer is False.

OUTPUT

https://arxiv.org/abs/2201.11903
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Zero-shot CoT prompting

‣ just add “Let’s think step by step” 
• even better (Zhou et al. 2022): "Let's work this out in a step by step 

way to be sure we have the right answer.”

Kojima et al. (2022) 

The odd numbers in this group add up to an even number: 
15, 32, 5, 13, 82, 7, 1.  

A: Let’s think step by step.

INPUT

Adding all the odd numbers (15, 5, 13, 7, 1) gives 41. 
The answer is False.

OUTPUT

https://sites.google.com/view/automatic-prompt-engineer
https://arxiv.org/abs/2205.11916
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Self-consistency prompting

‣ few-shot CoT prompting with self-generate CoT 
sequences (greedily) 

‣ aggregation over stochastic answer generation

Wang et al. (2022) 

https://arxiv.org/abs/2203.11171
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Generated knowledge prompting
 for common sense QA

‣ generate common knowledge statements K for Q 

‣ generate many A’s for each K 

‣ final answer to Q is max of weighted A’s 

Liu et al. (2022) 

https://aclanthology.org/2022.acl-long.225.pdf
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Summary
prompt engineering

‣ develop intuitions about how to tickle the right 
responses from different models 

‣ different kinds of prompting techniques: 
• zero-shot w/ or w/o CoT 
• few-shot w/ or w/o CoT 
• ensemble methods  
• …


